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What is Parallelization?!
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What is Parallelization?!
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Distributed Computing Environments!

2) the exponentially growing data size in scientific 
instrumentation/simulation and Internet publishing and 
archiving; and 3) the wide-spread adoption of Services 
Computing and Web 2.0 applications. 

1.2 Clouds, Grids, and Distributed Systems 
Many discerning readers will immediately notice that our 
definition of Cloud Computing overlaps with many existing 
technologies, such as Grid Computing, Utility Computing, 
Services Computing, and distributed computing in general. We 
argue that Cloud Computing not only overlaps with Grid 
Computing, it is indeed evolved out of Grid Computing and 
relies on Grid Computing as its backbone and infrastructure 
support. The evolution has been a result of a shift in focus 
from an infrastructure that delivers storage and compute 
resources (such is the case in Grids) to one that is economy 
based aiming to deliver more abstract resources and services 
(such is the case in Clouds). As for Utility Computing, it is not 
a new paradigm of computing infrastructure; rather, it is a 
business model in which computing resources, such as 
computation and storage, are packaged as metered services 
similar to a physical public utility, such as electricity and 
public switched telephone network. Utility computing is 
typically implemented using other computing infrastructure 
(e.g. Grids) with additional accounting and monitoring services. 
A Cloud infrastructure can be utilized internally by a company 
or exposed to the public as utility computing.  

See Figure 1 for an overview of the relationship between 
Clouds and other domains that it overlaps with. Web 2.0 
covers almost the whole spectrum of service-oriented 
applications, where Cloud Computing lies at the large-scale 
side. Supercomputing and Cluster Computing have been more 
focused on traditional non-service applications. Grid 
Computing overlaps with all these fields where it is generally 
considered of lesser scale than supercomputers and Clouds.  

 
Figure 1: Grids and Clouds Overview 

Grid Computing aims to “enable resource sharing and 
coordinated problem solving in dynamic, multi-institutional 
virtual organizations” [18][20]. There are also a few key 
features to this definition: First of all, Grids provide a 

distributed computing paradigm or infrastructure that spans 
across multiple virtual organizations (VO) where each VO can 
consist of either physically distributed institutions or logically 
related projects/groups. The goal of such a paradigm is to 
enable federated resource sharing in dynamic, distributed 
environments. The approach taken by the de facto standard 
implementation – The Globus Toolkit [16][23], is to build a 
uniform computing environment from diverse resources by 
defining standard network protocols and providing middleware 
to mediate access to a wide range of heterogeneous resources. 
Globus addresses various issues such as security, resource 
discovery, resource provisioning and management, job 
scheduling, monitoring, and data management. 

Half a decade ago, Ian Foster gave a three point checklist [19] 
to help define what is, and what is not a Grid: 1) coordinates 
resources that are not subject to centralized control, 2) uses 
standard, open, general-purpose protocols and interfaces, and 3) 
delivers non-trivial qualities of service. Although point 3 holds 
true for Cloud Computing, neither point 1 nor point 2 is clear 
that it is the case for today’s Clouds. The vision for Clouds and 
Grids are similar, details and technologies used may differ, but 
the two communities are struggling with many of the same 
issues. This paper strives to compare and contrast Cloud 
Computing with Grid Computing from various angles and give 
insights into the essential characteristics of both, with the hope 
to paint a less cloudy picture of what Clouds are, what kind of 
applications can Clouds expect to support, and what challenges 
Clouds are likely to face in the coming years as they gain 
momentum and adoption. We hope this will help both 
communities gain deeper understanding of the goals, 
assumptions, status, and directions, and provide a more 
detailed view of both technologies to the general audience.  

2 Comparing Grids and Clouds Side-by-Side 
This section aims to compare Grids and Clouds across a wide 
variety of perspectives, from architecture, security model, 
business model, programming model, virtualization, data 
model, compute model, to provenance and applications. We 
also outline a number of challenges and opportunities that Grid 
Computing and Cloud Computing bring to researchers and the 
IT industry, most common to both, but some are specific to 
one or the other.  

2.1 Business Model  
Traditional business model for software has been a one-time 
payment for unlimited use (usually on 1 computer) of the 
software. In a cloud-based business model, a customer will pay 
the provider on a consumption basis, very much like the utility 
companies charge for basic utilities such as electricity, gas, and 
water, and the model relies on economies of scale in order to 
drive prices down for users and profits up for providers. Today, 
Amazon essentially provides a centralized Cloud consisting of 
Compute Cloud EC2 and Data Cloud S3. The former is 
charged based on per instance-hour consumed for each 
instance type and the later is charged by per GB-Month of 
storage used. In addition, data transfer is charged by TB / 
month data transfer, depending on the source and target of 
such transfer. The prospect of needing only a credit card to get 
on-demand access to 100,000+ processors in tens of data 
centers distributed throughout the world—resources that be 

Figure 1 FROM: 
“Cloud Computing and Grid 
Computing 360-Degree Compared”,  
Ian Foster, Yong Zhao, Ioan Raicu, 
Shiyong Lu. Grid Computing 
Environments Workshop (GCE), 2008.  
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Parallelization Solutions in Distributed 
Environments!

•  Traditional parallel programming interfaces!
–  Examples: MPI and OpenMP"
–  Hard to implement"
–  Original sequential tools cannot be reused"

•  Parallel job execution!
–  Examples: SGE and Condor"
–  Original sequential tools can be reused"
–  Create small jobs by splitting data or tasks"
–  Hard to achieve data locality for each job"

•  Data parallel job execution!
–  Examples: Hadoop and Stratosphere"
–  Original sequential tools can be reused"
–  Support customized and automatic data partition and distribution"
–  Support data locality for each job through special distributed file system, HDFS"
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Data Parallel Task Execution!
•  Static executables run as processes"
•  Independent data items are assigned to 

processes"
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Distributed Data Parallel (DDP)Task 
Execution!

•  Static executables run as processes on 
distributed environments"

•  Independent data items are assigned to 
processes" P1 
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MapReduce: 
A Typical DDP Execution Pattern!

•  Chop the data based on a feature of interest!
" (value) " " " " (key)"

•  Iterate a function on each value"
•  Order the intermediate data products’"

" " "(intermediate value)"
•  Stitch the intermediate values"

•  Can execute using a specialized engine 
 Examples: Hadoop and Nephele 
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Many Other DDP Patterns!
Images taken from: 
http://www.stratosphere.eu 
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Distributed Data-Parallel bioActors!
•  Set of steps to execute a bioinformatics tool in 

DDP environment"
•  Customized from the ExecutionChoice actor"
•  Includes:"

– Data-parallel patterns, e.g., Map, Reduce, Cross, 
All-Pairs, etc., to specify data grouping"

–  I/O to interface with storage"
– Data format specifying how to split and join"



11 bioKepler -  September, 2012 
bioKepler.org 

A Workflow with Three bioActors!

BLASTALL 
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Configuring the BLASTALL bioActor!
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Inside the LocalExecution Tab!

External Execution 
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Inside the MapReduce Tab!

Stratosphere Blast 
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Inside the MapReduce Tab!
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BLASTALL with MapReduce!
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Inside the Stratopshere Blast!
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DDP BLAST Workflow via Splitting Query 
Sequences!

Switch director to work 
with other DDP 
engines, such as 
Hadoop!

execute with 
data partition!
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DDP BLAST Workflow using Cross and 
Reduce!

Reference data 
partition for 
each execution!

Query data 
partition for 
each execution!

Same reduce 
sub-workflow 
with the Map 
workflow!
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What if the bioActor I need is not available?!

ExecutionChoice 
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DDP bioActor Usage Model!

A1 A2 An

DDP BlastDDP 
Generic

1. Search

2a. Choose
Specific

2b. Choose 
Generic

2b. Create 
Sub-Workflow

3. Add to 
Workflow

Results

4a. Execute

4b. Add to 
Larger 

Workflow

4c. Save in 
Library

WorkflowDDP 
Director

User: 
Workflow 
Developer

bioActor Library
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NEXT: 
Kepler Interface and Introductory Examples on 

Using Kepler  
 

Daniel Crawl!

1st Workshop on bioKepler Tools and Its Applications 


